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Abstract: Private entrepreneurs and government organizations widely adopt Facebook fan pages as
an online social platform to communicate with the public. Posting on the platform to attract people’s
comments and shares is an effective way to increase public engagement. Moreover, the comment
functions allow users who have read the posts to express their thoughts. Hence, it also enables us to
understand the users’ emotional feelings regarding that post by analyzing the comments. The goal of
this study is to investigate the public image of organizations by exploring the content on fan pages. In
order to efficiently analyze the enormous amount of public opinion data generated from social media,
we propose a Bi-directional Long Short-Term Memory (BiLSTM) that can model detailed sentiment
information hidden in those words. It first forecasts the sentiment information in terms of Valence
and Arousal (VA) values of the smallest unit in a text, and later fuses this into a deep learning model
to further analyze the sentiment of the whole text. Experiments show that our model can achieve
state-of-the-art performance in terms of predicting the VA values of words. Additionally, combining
VA with a BiLSTM model results in a boost of the performance for social media text sentiment
analysis. Our method can assist governments or other organizations to improve their effectiveness in
social media operations through the understanding of public opinions on related issues.

Keywords: sentiment analysis; valence-arousal; social media analytics

1. Introduction

From entrepreneurs to government organizations, Facebook fan pages are widely
adopted as an online social platform to communicate with the public. Releasing posts to
attract people to comment and share is an effective way to establish public engagement.
Anyone can post on a fan page, and the comment functions allow users who have read
the posts to respond and express their thoughts. Hence, it enables us to understand the
users’ emotional feelings regarding that post by analyzing the comments. The goal of
this study is to employ natural language processing (NLP) technologies to process the fan
pages of large organizations and determine the public image of them. In order to efficiently
analyze the enormous amount of public opinion data from social media, our research
discovers the differences between actual sentiments and the selected emoji used by readers
of government fan pages. For example, crying face emojis are typically used to represent
negative sentiments such as sadness. However, by observing the comments left by the
same viewers, we may find that they cried because they were moved, which is actually
a positive emotion. Figure 1 shows the examples of one of the posts by the Facebook fan
page of the Ministry of Health and Welfare of Taiwan, along with its comments. This figure
displays the important fact that the emoji and text contents of the comments need in-depth
analysis in order to precisely understand the emotion of the responses. Therefore, we
propose a model that can efficiently identify viewers’ emotional reactions after reading

Appl. Sci. 2021, 11, 880. https://doi.org/10.3390/app11020880 https://www.mdpi.com/journal/applsci

https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-5227-0120
https://orcid.org/0000-0002-9634-8380
https://doi.org/10.3390/app11020880
https://doi.org/10.3390/app11020880
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/app11020880
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/2076-3417/11/2/880?type=check_update&version=1


Appl. Sci. 2021, 11, 880 2 of 14

posts on social media pages of a government. Our approach can support organizations in
establishing more interactions with fans and creating favorable images.

The Taiwan government and people became united against 
the virus.
全國上下一條心………

Dunmu navy has worked hard! Please take care 
of yourself. Thank you for spending efforts for 
our nation, thank you.
敦睦戰士辛苦了，請安心養病好好照顧自己，
謝謝您們為國家辛苦了，謝謝

No confirmed indigenous 
cases in 13 consecutive days.
13天無本土確診

Thanks to the command 
center, medical staff, and the 
crew of the Pangshih ship, I 
wish you to recover and be 
released from the quarantine 
soon.
謝謝指揮中心，醫護人員，
磐石的海軍弟兄加油，希
望早日康復，解除隔離

Thanks to Minister and command center for their hard 
work~ Trust and follow your epidemic prevention steps.
感謝辛苦的部長及指揮中心~信任並跟隨你們的防疫
腳步

The crew of the navy really have to cooperate 
well with the epidemic prevention unit! 
Looking forward to reaching the target of 
having zero local cases.
各位弟兄真的要好好配合檢疫單位! 期待
000的目標

Medical care in 
Taiwan is the best, 
it’s wonderful to 
have you!
台灣醫療最棒，有
你真好

Taiwan, fight on!
台灣加油

Figure 1. Examples of a post and its comments found on the Facebook fan page of the Ministry of Health and Welfare.

Sentiment analysis is one of the most active research areas among the NLP fields.
In this domain, sentiments are commonly represented by several categories (e.g., positive
and negative). Most previous studies address sentence- and document-level sentiment
analysis. However, a huge number of informal messages are posted every second on social
media, which are mostly in short text form. Due to the heavy omission of information, most
machine comprehension models have difficulty in processing this kind of data compared
to complete paragraphs in articles.

In light of this, we propose a Bi-directional Long Short-Term Memory (BiLSTM)-based
model to perform fine-grained sentiment analysis of words to improve the efficiency in
dealing with short texts. It first forecasts the sentiment information in terms of Valence
and Arousal (VA) values of the smallest unit, i.e., words, in the text. Later, it fuses these
features into a deep learning model to analyze the sentiment of the whole text. Additionally,
combining VA with a BiLSTM model results in superb performance for social media text
sentiment analysis. By using this method, we are able to classify the comments as positive
or negative and also to comprehensively calculate the proportions of positive and negative
comments for each post before determining the sentiment trend of public opinions for
the post. Finally, we use a word cloud to visualize the public sentiments towards the
post. In this way, the government can improve its effectiveness in social media operations
through understanding its public image and opinion on related issues with the support of
our prediction model. In recent year, similar methods have been applied to analyze other
Facebook fan pages [1,2].
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2. Related Work
2.1. Sentiment Analysis

Given the ubiquity of the Internet as well as the popularity of social networking
platforms in recent years, the web has already become an essential field for information
sharing and delivery. People also express personal opinions or discuss ongoing public
issues through social networking platforms such as Facebook and Instagram. The detection
of consequential information and key expression has become a popular topic in data science
research. Sentiment analysis techniques are widely used to discover and extract subjective
messages (e.g., point of view and manner) from the texts of social media in various fields,
including especially the areas of politics, products, and movies [3]. In the political field,
Shakeel and Karim [4] introduced a sentiment classification model with multiple cascades
for informal short texts. The dataset under their investigation is MultiSenti, in which
tweets during the 2018 general election of Pakistan were collected in order to discover
the general sentiment of the public, particularly about the election process and results.
Experimental results of their proposed method were compared to three previous models of
multilingual sentiment classifier, and they demonstrated that their approach exceeds others
overall. In addition, in the field of film, Yenter and Verma [5] proposed a CNN-LSTM
(Convolutional Neural Networks and Long Short-Term Memory) model. Their model was
capable of predicting the sentiment polarity of reviews from the Internet Movie Database
(IMDb) dataset with accuracy above 89%. Singh et al. [6] integrated SentiWordNet features
with a support vector machine to predict the polarity of movie reviews and blog posts.
The result demonstrated that the vector space-based model can benefit from fusing lexical
features with sentiment information. In addition, Zhang et al. [7] proposed the Weakness
Finder, an expert framework that can help manufacturers identify the weakness of products
from Chinese feedback by using aspect-based sentiment analysis. Using the morpheme-
based method and the HowNet-based similarity measure, it extracted and grouped the
features. Then, they defined and categorized the implicit features for each aspect with
the collocation selection method. To evaluate the polarity of each aspect in phrases, they
used the sentence-based sentiment analysis approach. The method has been used to help
a manufacturer of body wash to recognize potential weaknesses of their product, and its
performance was outstanding.

Based on the structural units of grammar, Turney [8] initiated a method for senti-
ment classification on the document level in 2002. Subsequently, classification of smaller
units, such as sentences [9,10], phrases [11,12], and words [13], were developed by other
researchers. It can be inferred that sentiment analysis exhibits flexibility at various levels
of units in grammar. Our method manipulates the smallest one, i.e., “words”, to conduct
sentiment prediction experiments, which we then extend to sentiment classification tasks
for each comment on social media so as to explore the sentiment of the public towards
the government. Our method is unique in that we solve the problem of directly using
the emoji ratio as the overall sentiment of a post. Therefore, we can delicately detect the
sentiment and perception of the public on a post. We observe that the need to understand
the public image and communication of the government to the people is very prominent,
so we applied this approach in the real world to analyze the novel task of analyzing posts
by the Ministry of Health and Welfare.

2.2. Valence and Arousal

Yu et al. [14] proposed the approach of using Valence and Arousal for Chinese sen-
timent analysis. Valence and Arousal can be represented by a two-dimensional vector
space. Valence is a measure of the degree of sentiment, and it ranges from 1 to 9, which
represents negative to positive emotion, respectively. Arousal is the level of emotional
agitation represented by values also from 1 to 9, with higher ones representing more agi-
tated emotion and lower ones representing calm. Yu et al. [15] proposed a weighted graph
model that considers both the relations of multiple nodes and their similarities as weights
to automatically determine the VA ratings of affective words. Experiments on Chinese
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affective lexicons show that this method yielded a smaller error rate on VA prediction than
the linear regression, kernel method, and PageRank algorithms used in previous studies.

Subsequently, the Dimensional Sentiment Analysis for Chinese Phrases (DSAP) shared
task was held at the 8th International Joint Conference on Natural Language Processing
(IJCNLP 2017). It consisted of two subtasks, including the evaluations of words and
phrases. There were 2802 words in the training dataset and 750 in the testing dataset,
and they have been merged into the Chinese Valence-Arousal Words (CVAW) 3.0 (http:
//nlp.innobic.yzu.edu.tw/resources/cvaw.html) corpus. Figure 2 shows a scatter plot of
3552 words in CVAW 3.0 and their corresponding Valence and Arousal values. For example,
with the word “joy”, which has V: 7.4 and A: 6.2, a Valence value of 7.4 shows that the
word’s tendency is towards the positive emotions, and an Arousal value of 6.2 further
indicates that the emotion is not overly agitated but is also not completely calm. In another
example, the word “lost”, with V: 3 and A: 3.3, signals a negative and subtle mood.
To predict Valence and Arousal ratings, Wu et al. [16] suggested an approach using a
densely linked LSTM network and word features. Notably, they used word embedding
along with part-of-speech (POS) and word clusters as additional features to train the
LSTM. The findings indicated that the system’s ability in predicting valence and arousal
dimensions for Chinese words is outstanding. Zhou et al. [17] suggested a framework that
primarily employs multi-layer neural networks, with a stack of input features such as word
embedding, POS-tags (POST), word clustering, prefix, character embedding, and cross
sentiment information. The model was optimized with AdaBoost. This method was ranked
2nd in the final round. Li et. al. [18] combined three models, namely, E-HowNet-based,
embedding-based, and character-based models, to construct a model for this competition.
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Some recent research has improved the effectiveness of sentiment analysis; for ex-
ample, Chang et al. [19] described an approach that can strengthen the model by offering
more refined emotional knowledge to improve the effectiveness of film recommendation
systems. Wang et al. [20] devised a tree-structured regional CNN-LSTM network made up
of two components: regional CNN and LSTM. Experimental findings on various datasets
indicated that this approach exceeded the lexicon- and regression-based models, as well

http://nlp.innobic.yzu.edu.tw/resources/cvaw.html
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as the different neural networks previously proposed. To sum up, Valence and Arousal
measures can more clearly detect the emotional content of each word, as well as effectively
improve sentiment analysis models. Thus, this study builds on previous work and employs
a VA-infused Bi-directional LSTM network for sentiment analysis of government social
media content.

3. Materials and Methods

In this research, we propose a novel method for sentiment analysis of government
social media content that considers finer emotions of words through the VA representation
model and deep neural network. Figure 3 illustrates our framework. First, we collected the
posts and corresponding comments from the Facebook fan page of the Ministry of Health
and Welfare as the target of our experiments. After preprocessing, we performed Valence
and Arousal prediction on every word. These predictions were subsequently incorporated
into a BiLSTM network to form the classification model. Finally, the data visualization
component was adopted to summarize the sentiment trend of posts on social media. We
will explain the implementation detail of each component in the following sections.
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3.1. Valence-Arousal Analysis

This section introduces the features used in the Valence-Arousal analysis step. It can
be divided into three parts: (1) The part-of-speech (POS) labels of Chinese morphemes. (2)
Morpheme classification according to the National Taiwan University Sentiment Dictionary
(NTUSD) [21] (3) Transform the morphemes into concept tags using the E-HowNet [22]
and calculate the similarity to obtain the Valence and Arousal values as our features. Due
to the characteristics of Chinese writing conventions, spaces are not used to separate words
as they are in English. So, an important step in Chinese NLP is to first conduct tokenization.
To do that, this study employed Multi-Objective NER POS Annotator (MONPA) [23], which
was trained on (Traditional) Chinese corpus for this purpose. It provided segmentation,
POS tags, and named entity recognition (NER) functionality specifically for Traditional
Chinese. We first acquired the POS of each Chinese word in the dataset through the
MONPA system, and supplied the POS features to the proposed model structure. Then,
we generatd 50-dimension vectors as the representation for word sentiment prediction.
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Besides adding the POS feature vectors of each word, we employed a sentiment
dictionary to further empower our model. The NTUSD is a sentiment dictionary that has
been established by the Natural Language Processing Laboratory from National Taiwan
University, and it includes 2810 positive and 8276 negative Chinese words. For example,
positive words include “harmony”, “confidence”, “contentment”, etc.; negative words
include “despiteful”, “insecurity”, “unrealistic”, etc. We used the proposed model to
preform binary classification by introducing NTUSD and determined the Valence and
Arousal values of words. Specifically, when a word appeared in the positive dictionary,
we set “1” as its category; when it appeared in the negative dictionary, we set “−1” as its
category. Moreover, we calculated the cosine similarity and sorted the values for those
unknown words that were not included in NTUSD. We selected the top five words in
NTUSD that were most similar to the unknown words, which allowed us to complete the
word classification task based on the positive or negative labels in NTUSD. We employed
this word classification method to capture more sentimental features.

Additionally, the E-HowNet, which is built upon the HowNet knowledge, was applied
to convert the meaning of a word into more abstract concepts and to systematically express
the word with a concept. For example, the concept of “indignant” is the same as “resentful”.
Additionally, the concept of “faith” is identical to “trust”. Furthermore, we calculated the
average of the Valence and Arousal values for the words that shared the same concept
in order to obtain meaning features of the words. If there were no matching concepts
that could be found, cosine similarity was computed to discover the closest concept, and
the values of Valence and Arousal were represented by their mean value. In this way,
two-dimensional features of abstractive semantics could be acquired.

Finally, embeddings from Bidirectional Encoder Representations from Transformers
(BERT) [24] were incorporated with the features mentioned above, which were able to
depict more complex sentiments of different words in the context. In the end, there were a
total of 821 dimensions in the final representative vectors, which were a combination of
BERT embedding of the vocabularies, one by one, and associated with the POS feature
vectors, sentimental features in NTUSD, and E-HowNet.

Bi-directional Long Short-Term Memory can not only learn dependency within a
greater distance, but can also better incorporate bi-directional information through the
combination of two LSTMs [25], one from front to back and the other in the opposite direc-
tion. Furthermore, the Attention layer is capable of learning the different weights of each
part of the input and extracting more crucial information [26]. In recent years, the ensemble
learning approach has been widely used for boosting classification performance [27–29]. Its
popularity is attributable to its outstanding performance in comparison to single learners,
while it is also relatively easy to deploy in industrial applications. In light of this, an
ensemble learning method was adopted to train the models and obtain representative
sentiment outputs by assembling the models of different levels. The ensemble results from
the 3rd to the 5th BiLSTM layers and the Attention layer were utilized for the Valence, and
the ensemble results from the 1st to the 3rd BiLSTM layers and the Attention layer were
employed for the Arousal. The structures of the predicted values of Valence and Arousal
by the ensemble learning models are shown in Figure 4.
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3.2. Sentiment Prediction of Social Media Comments

The workflow of the proposed framework for sentiment analysis on social media
is displayed in Figure 5. The VA values of all words in a social media comment were
estimated using the method mentioned in the previous section, and they were finally
assembled to estimate the sentimental orientation of the whole comment. We introduce
the workflow, step by step, in detail below. First of all, using MONPA, we carried out
tokenization on the comments and removed stop words such as “Is”, “Instead of”, “To”,
etc. Next, the words were represented by vectors using BERT [24]. The predicted values
of Valence and Arousal ranged from 1 to 9. In order to better identify the sentiment of
the messages, Log-Likelihood Ratio (LLR) estimation was introduced in this research to
score the most representative words for the positive and negative categories. Specifically,
LLR utilized Equation (1) to obtain the likelihood of the hypothesis, which states that the
existence of a positive term in a sentence is beyond chance in a large training corpus of
sentences. It is a promising method for the selection of crucial word features.

− 2log

[
p(w)N(w∧PS)(1− p(w))N(PS)−N(w∧PS)p(w)N(w∧¬PS)(1− p(w))N(¬PS)−N(w∧¬PS)

p(w|PS)N(w∧PS)(1− (w|PS))N(PS)−N(w∧PS)p(w|¬PS)N(w∧¬PS)(1− (w|¬PS))N(¬PS)−N(w∧¬PS)

]
(1)

The PS in Equation (1) indicates the collection of positive sentences within the training
samples (sentences). N(PS) and N(¬PS) indicate the quantity of positive and negative
samples. N(w ∧ PS) denotes the number of positive sentences that contain the positive
word w. We utilized maximum likelihood estimation to obtain probabilities p(w), p(w|PS) ,
and p(w|¬PS) . After this calculation, a term with a higher LLR can be considered to have
a higher connection with a specific sentiment. We selected the top 200 highest ranked
words as additional features for the input to the model.

Through the LLR calculation, the weight of each word in the vocabulary of the positive
and negative categories were obtained, and the first 200 keywords for each category were
used to represent the Valence and Arousal value of the original text in the following manner.
The top three words with the highest weight were selected, and their Valence and Arousal
were used to represent the sentence. If there were less than three, the words with the highest
VA-value were selected as an alternative. Therefore, a six-dimensional feature vector could
be acquired. The feature vectors were incorporated with the BERT embeddings vector,
which is the representative vector at the sentence level, to obtain a 744-dimensional vector
as the final representation of this sentence. As shown in Figure 5, the above-mentioned
vectors were sent into the Bi-LSTM and Attention model to obtain the binary sentiment
classification results.
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Figure 5. The sentiment prediction model based on deep neural network and comprehensive features.

4. Experimental Results and Discussion

We first assessed the efficiency of various models on predicting VA values of a word
on the official data from the Dimensional Sentiment Analysis for Chinese Phrases (DSA_P)
Competition, which included 2802 training and 750 testing instances. In our experiments,
we used a dropout rate of 0.2, a batch size of 64, and the Adam optimizer with 0.01 learning
rate. The VA prediction model was implemented using Keras (https://keras.io/). Mean
Absolute Error (MAE) and Pearson Correlation Coefficient (PCC) were the two metrics
employed to validate these approaches. MAE’s definition is as listed in Equation (2). It
aims at reflecting the overall difference between actual and estimated values. Therefore,
a smaller MAE indicates a better estimate. PCC provides the correlation between these
values, with a range of −1 to 1. A PCC that is close to 1 indicates a higher correlation
between the two numbers; if a value is within 0 to 0.09, it indicates no correlation; 0.1 to 0.3
shows a low correlation; 0.3 to 0.5 a medium correlation; and greater than 0.5 indicates a
clear correlation between these numbers. In Equation (3), we denote PCC as r. Ai refers to
the correct response, Pi refers to the outcome of the model (valence or arousal values), and
n refers to the count of test samples. A and P are the arithmetic mean, respectively, of the
previous Ai and Pi, and σ is the standard deviation.

MAE =
1
n ∑n

i=1|Ai − Pi| (2)

r =
1

n− 1

n

∑
i=1

(
Ai − A

σA

)(
Pi − P

σP

)
(3)

As shown in Table 1, the proposed method is compared with the top three competitors
in the DSA_P word Valence and Arousal prediction task [30], i.e., THU_NGN, AL_I_NLP,
and CKIP. Our method is outstanding in predicting the dimensional sentiment of Chinese
words, achieving a comparable performance with the highest-ranking competitor (i.e.,

https://keras.io/
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THU_NGN). For the valence values, MAE is reduced by 0.543 and PCC increased to 88.7%.
This indicates a very high correlation between the model prediction and the correct values.
Similar observations can be made regarding the arousal value prediction task. The MAE is
considerably lowered by 0.855, and PCC is increased to 68.9%.

Table 1. Performance comparison of our method and the top-ranking teams in the Valence and
Arousal value prediction task in the Dimensional Sentiment Analysis for Chinese Phrases (DSA_P)
Competition, 2017.

Group
Valence Arousal

MAE PCC MAE PCC

THU_NGN 0.509 0.908 0.864 0.686
Our method 0.543 0.887 0.855 0.689
AL_I_NLP 0.545 0.892 0.857 0.678

CKIP 0.602 0.858 0.949 0.576

In the second experiment, we utilized the outputs from the prediction of valence-
arousal model and integrated them into a hybrid Deep Neural Networks (DNN) for the
classification of the overall sentiment of a comment on social media. Because the goal of
this research is to recognize public opinion to assist government social media management,
only coarse-grained sentiment categories (positive and negative) were considered in this
experiment. Moreover, in order to thoroughly prove the effectiveness of the proposed
model, we conducted two experiments. First, we validated the dataset from the Natural
Language Processing and Chinese Computing (NLPCC) 2014 competition (http://tcci.ccf.
org.cn/conference/2014/pages/page04_sam.html) of sentiment classification for Chinese
product reviews, which contained multiple domains such as books, DVDs, and electronics.
There were 10,000 examples for training and 2500 for testing. In this experiment, we
compared the proposed model with the best teams in this competition, which is denoted
as NNLM [31]. In order to demonstrate the generalization ability of the proposed model,
we conducted the second experiment using the E-commerce service review dataset (ECSR)
(https://github.com/renjunxiang/Text-Classification). This dataset consists mainly of
the review comments for TV products and distribution services collected from several E-
commerce websites. In this dataset, the average length of review comments was 72 words.
Each review was given a sentiment tag: positive or negative. The data contained a total
of 4212 reviews, in which 1883 were positive and 2329 were negative. We performed
10-fold cross validation to examine the performance. Here, we set the dropout rate as 0.25
and the batch size as 32, and we used the Adam optimizer with a learning rate of 0.01.
Our proposed BiLSTM-based sentiment classification approach was implemented using
Keras. We used precision, recall, and F1-measure for our evaluations [32]. Furthermore, we
calculated the macro average of these metrics for the overall comparison. Precisely, letting
Ci be the corpus in our studies, we calculated precision, recall, and F1-measure P(Ci), R(Ci),
F1(Ci), and micro-average Fµ, as in Equations (4)–(7).

P(Ci) =
TP(Ci)

TP(Ci) + FP(Ci)
(4)

R(Ci) =
TP(Ci)

TP(Ci) + FN(Ci)
(5)

F1(Ci) =
2× P(Ci)× R(Ci)

P(Ci) + R(Ci)
(6)

Fµ(Ci) =
∑n

i=1 2× P(Ci)× R(Ci)

∑n
i=1 P(Ci) + R(Ci)

(7)

http://tcci.ccf.org.cn/conference/2014/pages/page04_sam.html
http://tcci.ccf.org.cn/conference/2014/pages/page04_sam.html
https://github.com/renjunxiang/Text-Classification
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where TP(Ci) indicates the quantity of correct positive cases and FP(Ci) denotes the number
of false positives (namely, negative cases that are wrongly classified as positives). Anal-
ogously, TN(Ci) and FN(Ci) indicate the number of true negatives and false negatives,
respectively. To systematically assess the relative effectiveness of the compared methods,
the F1 value is also used.

Next, we evaluated the performance of the embeddings to demonstrate the effec-
tiveness of our novel text representation method. Table 2 shows the gain in performance
after applying LLR and VA, denoted as EmBERT+LLR + BiLSTM_Att and EmBERT+LLR+VA +
BiLSTM_Att, respectively. To provide an all-inclusive performance evaluation, we com-
pared our method to the state-of-the-art system (denoted as NNLM) of the NLPCC 2014
dataset. As shown in this table, the EmBERT +BiLSTM_Att can achieve about 74% and
87% F1-score on NLPCC 2014 and ECSR datasets, respectively. By using LLR features,
we further improved the system performance because it successfully discriminates words
that are highly correlated with a certain emotion, thereby boosting the BiLSTM’s abil-
ity to find representative lexicons of sentiment. Moreover, the VA features improve the
F1 score significantly. It indicates that when the model considers both valence value as
the polarity and arousal value as the strength of sentiment, it can greatly improve the
effectiveness of sentiment analysis. Notably, our method outperforms the comparison
in each and every category. This is because our method infuses emotion-specific VA fea-
tures to BiLSTM with the attention mechanism, thereby effectively enhancing its ability
to correctly identify the sentiment of Chinese product reviews. According to the above
experiment results, our method can indeed improve the performance by providing more
detailed emotional knowledge to enhance the effectiveness of sentiment classifiers, and
thus it achieves remarkable performances in different types of sentiment classification
datasets. The source codes of the proposed method and comparisons can be found in
GitHub (https://github.com/yuyachengg/sentiment).

Table 2. Performances of sentiment analysis models on different datasets.

Dataset Evaluation
(Precision/Recall/F1)

Method

NNLM EmBERT +
BiLSTM_Att

EmBERT+LLR +
BiLSTM_Att

EmBERT+LLR+VA +
BiLSTM_Att

NLPCC 2014
Positive

Negative
Macro-Avg

0.758/0.789/0.773 0.723/0.771/0.746 0.762/0.762/0.762 0.771/0.815/0.792
0.780/0.748/0.764 0.754/0.701/0.726 0.764/0.763/0.764 0.782/0.764/0.773
0.769/0.769/0.769 0.738/0.736/0.736 0.763/0.763/0.763 0.776/0.789/0.782

ECSR
Positive

Negative
Macro-Avg

- 0.853/0.853/0.853 0.901/0.913/0.907 0.932/0.903/0.917
- 0.881/0.881/0.881 0.914/0.914/0.914 0.924/0.952/0.938
- 0.867/0.867/0.867 0.907/0.914/0.911 0.928/0.928/0.928

The above experiments quantitatively evaluate the performance of the proposed
method. To gain a deeper insight into the Facebook fan page of the Ministry of Health
and Welfare, we carried out a case study specifically on the posts in Apr. 2020. During
this period, there was no local confirmed case of COVID-19 for 13 consecutive days in
Taiwan; however, one case was confirmed among the Dunmu navy crew employed by the
Ministry of National Defense. The Ministry of Health and Welfare released 16 posts (among
a total of 5744 posts) through its Facebook fan page, which attracted lively discussion from
netizens. We first predicted the sentiment behind the text of posts and comments. Next, we
used word clouds to visualize the categorized positive and negative keywords for each
sentiment and color-coded them for clarity. It is intended for the readers to easily associate
sentiments with their corresponding terms. The word cloud was built from the top fifty
words with higher LLR values in each of the positive and negative sentiment categories.
Moreover, we used larger font sizes for words with higher LLR weights. Figure 6 shows the
resulting word cloud. We can observe that the polarity of sentiments in comments can be

https://github.com/yuyachengg/sentiment
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influenced by the polarity of the terms. For clarity, green terms denote positive comments
and red ones are negative.
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Through our approach, we are not only able to easily identify that this was a post that
brought positive sentiment to the public, but we could also see what the topic was that
provokes sentiment among the public. For the positive sentiment part, words including
“Epidemic, Ministry of National Defense, Ministry of Health and Welfare, Entire, Gov-
ernment, Team, Nation” illustrate people’s affirmation of the excellent control over the
epidemic in Taiwan with the cooperation of government teams as well as the whole nation.
For example, one comment mentioned: “Thank you to all the anti-epidemic personnel for
their hard work and the cooperation of all Taiwanese. Fight on, Taiwan! and the world will
also work hard to survive this pandemic.” We also discovered positive messages about the
Ministry of National Defense’s handling of the viral infection on the Panshih ship during
the Dunmu remote training mission. Some netizens stated: “Thanks to the strong mobiliza-
tion of the Ministry of National Defense. The crew on board was urgently recalled when
the incident occurred.” This prompted even more people to cheer on the crew members,
such as “Dunmu soldiers have worked hard, fight on!” In addition, the Minister of Health
and Welfare and Dr. Chen Shih-Chung have been given positive recognition from the
public. Many netizens left comments under posts to thank the Minister for his leadership.
For instance, “Thanks to Minister Chen Shih-Chung, all the epidemic prevention personnel,
and people from all over Taiwan.” “We must trust Minister Chen Shih-Chung. Cheer for
Taiwan.”, “Thank you, Minister Chen Shih-Chung, for being cautious. Minister must pay
attention to his own health as well.” It can be stated that he not only brought forth positive
feelings to the public but also created a stream of positive energy all across the country
amid the COVID-19 pandemic.

For the negative public opinions part, words like “Neck guard, Scarf, Outdoor”
pointed out that the weather was getting hotter, and because of the epidemic, many
people were discussing whether to wear a mask. For example: “Can you please lift the
ban forcing us to put on masks? The weather is getting hotter and I really can’t tolerate
wearing a mask.” There are also some people who said, “Please quickly pull on the neck
guards, masks, and scarfs.” However, more netizens believed that “outdoors should be
fine, but I think it’s safer to have masks on indoors.” This indicated that different opinions
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on epidemic prevention measures have emerged among the community after the COVID-
19 epidemic seemed to be calming in Taiwan. Moreover, we have also noticed negative
words such as “Injury, Set sail, Mothership,” and “Diamond Princess.” This is because
some people have accused the military personnel that participated in the Dunmu training
mission held by the Ministry of National Defense: “There are already confirmed cases of
the Diamond Princess, why the ship still insists on going out to sea?” On the other hand,
many people wrote words of encouragement: “The navy has already done well, because of
the epidemic prevention control on the shipboard, the virus did not cause serious damage
on the ship. In addition, it has successfully completed the mission that has lasted more than
a month, which was much better than two aircraft carriers belonging to the U.S. and French
and also a group of cruise passengers.” After the above discussion, we have proven that the
proposed method in this work can effectively and professionally analyze public opinion
and can further understand the content of the speech in fine detail. It can go further in
assisting the government’s management of its social media account, thereby improving the
image of the government as well as building more favorable interactions with the people.

5. Conclusions

A set of sentiment analysis approaches consisting of BiLSTM and attention layers
based on Valence-Arousal information was proposed in this research. It demonstrates the
capability of predicting the sentiment behind the text on Chinese social media. This study
verifies the efficacy of our method through the data from various competitions, and the
experimental results show that our method is superior to the methods used by other teams
in sentiment prediction of Valence-Arousal or Chinese short text. Furthermore, through
visualization, it is possible to grasp the content and the trend of public opinion. Such results
can even aid large organizations and governments in decision-making and management
of their social media presence. Overall, our method is superb at forecasting word-level
sentiment, and it can be used to observe social phenomenon where people in general have
different points of view on the same issue. It is verified that our method can easily identify
problems and analyze the image of government or business units. These results can help
improve the management of social media accounts in the future and provide valuable
insights.
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